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 چكیده

برداری صحیح بینی بارش و دستیابی به مقدار رواناب ناشی از آن، نقش اساسی و مؤثری را در مدیریت و بهرهبرآورد و پیش

کند. از حوضه، مدیریت سدها و مخازن، به حداقل رساندن خسارات ناشی از سیلاب و خشکسالی و مدیریت منابع آب ایفا می

های مختلف هیدرولوژیکی شده است. بینی پدیدهها برای پیشآن های هوشمند باعث افزایش استفاده ازعملکرد مطلوب مدل

بینی بارش ماهانه استان اردبیل ریزی ژنتیک و ماشین بردار پشتیبان برای پیشلذا در این پژوهش، دو مدل هوشمند برنامه

ها استفاده شد. ای ورودی مدلعنوان پارامترههای بارش، دما و رطوبت نسبی در مقیاس ماهانه بهکار گرفته شده و از دادهبه

و  8.0به ترتیب  طای مطلقخمیانگین ) دست آمده نشان داد که عملکرد هر دو مدل خوب و تقریبا یکسان بودهنتایج به

ضریب ) های انجام شده مدل رگرسیون بردار پشتیبان عملکرد نسبتا بهتری داشته استولی با توجه به ارزیابی (8.271

بینی بارش ماهانه سازی و پیشتوان گفت که مدل رگرسیون بردار پشتیبان برای مدلطورکلی میبه  .(8.999همبستگی

 تر بوده است. استان اردبیل مناسب

 .ماشین بردار پشتیبان ،ضریب همبستگی، تابع برازش ریزی ژنتیک،بارش ماهانه، برنامههای کلیدی: واژه

 

 مقدمه

ای بر محاسبات نقش تعیین کننده ،حوضه و برآورد میزان بارش در مناطق فاقد آمارمحاسبه مقدار متوسط بارندگی در هر 

ها و نقش آن در توسعه تأثیر مستقیم بارش در زندگی انسان .های مختلف هیدرولوژیکی داردبیلان آب و دقت محاسبات مدل

اقلیمی در اغلب مطالعات هیدرو ده است.های برآورد بارش در میان متخصصان گردیها و الگوریتمسبب گسترش روش ،کشورها

آگاهی از مقدار بارندگی یک منطقه نسبتا وسیع که میزان بارندگی مناطق مختلف آن به وسیله چند ایستگاه باران سنجی 

های صورت گرفته درآن از نظر توزیع مکانی همچنین بارشو  .(Kumari et al., 2016د )شباروری میض ،ده استشگیری هزاندا

 ،افتدط در عرض چند ساعت اتفاق میزمانی بسیار نامناسب بوده تا جایی که در بعضی مناطق، کل بارش یک سال فقو 

بینی این پدیده برای اهداف مختلفی از قبیل رسد. پیشنظر می بنابراین مدیریت صحیح منابع آب در ایران امری ضروری به

بینی مدل ها باعث  شپیریزی آبی اهمیت زیادی دارد اورزی و برنامهتخمین سیلاب، خشکسالی، آبخیزداری، گردشگری، کش

کاهش  ،فرآیندهای پارامتر نشده غیر دقیق ااطلاعات مشاهدات در زمان اولیه بهتر جذب شوند و وابستگی مدل ها را ب ودشمی 

  (.Palmer, 2020) دهددهد و در این راه خطاهای سیستماتیک را کاهش می

های هواشناسی روز یا روزهای شد، پیش بینی وقوع بارش به ویژه در مقیاس روزانه، با استفاده از داده همانطور که اشاره

های هوش روش کند.های کشاورزی، گردشگری و هواشناسی میریزی انواع فعالیتقبل، کمک شایانی به مدیریت سیل، برنامه

ها و بدون در نظر گرفتن های ورودی و نتایج نظیر آنل دادههای دینامیکی بوده و با تجزیه و تحلیمصنوعی، جزو سیستم

با  (،7812و همکاران ) Ghani. فرآیند فیزیکی حاکم بر سیستم، قادر به ایجاد رابطه بین متغیر وابسته و مستقل هستند

 .  مدل را اعلام کردندهای بازسازی شده بارش پرداختند و توانایی بالای این استفاده از الگوریتم بیان ژن به تخمین داده

                                                 
1
 *Miladsharafi1@gmail.com نویسنده مسئول : میلاد شرفی     
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سرعت نفوذ آب به  یدر مدلسازرا  یکژنت یتمو الگور یمصنوع یعصب یهاهدو روش شبک ،(1390) ارانکی و همئعلیا

به سمت  ییسرعت همگرا یادز یاربس یشبا افزا یکژنت یتمالگور یقی،و در روش تلفند مختلف به کار گرفت یقاتخاک در تحق

ریزی بیان ژن، کارایی سه روش برنامه ،(1391) بابا علی و دهقانی .نمودارائه  یبهتر یجنتا یشبکه عصب یداریو پا یقدق مدل

عصبی و شبکه عصبی مصنوعی را در برآورد بارش ماهانه برای حوضه کاکا رضا بررسی کردند و اظهار -فازی سیستم استنتاج

با بررسی  (7813)و همکاران  Mekanik .تخمین بارش ماهانه داردالایی در ریزی بیان ژن، توانایی بداشتند که مدل برنامه

های شبکه عصبی و رگرسیون چندگانه، نشان دادند بهار در حوضه ویکتوریای استرالیا با استفاده از روش بینی بارش فصلپیش

با استفاده از روش Chuge (7813 ) وRegulwar  .بینی بارش داردکرد بهتری در پیشکه روش شبکه عصبی مصنوعی، عمل

های بارش پرداخته و بر کاربرد شبکه عصبی مصنوعی در این موضوع تاکید کردند. هدف شبکه عصبی مصنوعی به تخمین داده

های هوشمند ماشین بردار پشتیبان، شبکه عصبی مصنوعی و این پژوهش، مطالعه پیش بینی وقوع بارش روزانه به کمک مدل

های مختلف بینی پدیدههای یادگیری ماشینی برای پیشی اخیر، با توجه به توانایی بالای مدلهادرخت تصمیم است. در سال

 :هیدرولوژیکی استفاده شده است که در ادامه چند مورد آورده شده است

Triphati  دنداز تکنیک ماشین بردار پشتیبان برای برآورد آماری بارندگی ماهانه در هند استفاده کر ،(7881)و همکاران، 

بینی های معمول برای پیشتر نسبت به سایر روشها نشان داد که مدل ماشین بردار پشتیبان به عنوان گزینه مناسبنتایج آن

عصبی مصنوعی و  ههای شبکبین تکنیک ،(7889) و همکاران Moghaddamnia. باشدبارش به روش آماری قابل استفاده می

ها دادند. نتایج تحقیقات آنعصبی در برآورد تبخیر از تشت یک ایستگاه هواشناسی منطقه سیستان مقایساتی را انجام  -فازی

 های رگرسیون چندمتغیره،عملکرد روش Kisi (7889). در برآورد تبخیر از تشت بود ANN ی کارایی خوب روشدهندهنشان

ANN  سازی تبخیر ماهانـه سـه ناحیـه ایالات کالیفرنیا مقایسه کرد. نتایج استیوارت را برای مدل -فانو معادله تجربی است

های رگرسیون خطی چند متغیره در مقایسه با روش MLP و  RBNNهای عصبیهای مختلف نشان داد که شبکهارزیابی روش

-سازی سطح آب زیرزمینی بهبینی و شبیهیگری، پیشی دو معادل تجربی از کارایی و دقت بیشتری برخوردارند. در مطالعه

مورد مقایسه قرار گرفت.  ANFISای در کرج ایران صورت گرفت و با مدل چاه مشاهده 3( برای GPریزی ژنتیک )وسیله برنامه

-Fallah) بک ابزار مؤثر در تعیین سطح آب زیرزمینی است GPسازی توسط روش بینی و شبیهنتایج حاصل نشان داد که پیش

Mehdipour et al., 2013.) 

ریزی ژنتیک و های برنامهشود که مطالعات کمی در زمینه استفاده از مدلبا توجه به مطالعات صورت گرفته مشخص می

های استان اردبیل در کاهش بارش بینی بارش ماهانه صورت گرفته است. با در نظر گرفتنماشین بردار پشتیبان برای پیش

ریزی های برنامهگذشته و توجه به نقش بارش و تأثیر آن بر محیط زیست این استان و همچنین کاربرد موفق مدلچند سال 

بینی بارش استان در این تحقیق به پیش که باعث شد این امر ،های غیرخطیژنتیک و ماشین بردار پشتیبان در بررسی پدیده

از پارامترهای دما و رطوبت  ،. همچنین در این تحقیق علاوه بر پارامتر بارشهای مذکور پرداخته شوداردبیل با استفاده از مدل

 بینی بارش مورد بررسی قرار گیرد.ها بر پیشنسبی نیز استفاده شده است تا اثر آن

 

 ها مواد و روش

 منطقه مورد مطالعه

ایران واقع شده است.  آذربایجان در منطقه کشور این غربی است که در شمال ایران هایاستان از یکی استان اردبیل

ین استان از لحاظ جغرافیایی باشد. ادرصد از مساحت کل کشور( می 1.89کیلومتر مربع )حدوداً  12973مساحت این استان 

از  ،طول شرقی قرار گرفته و از شمال با جمهوری آذربایجان 77/20تا  38/22عرض شمالی و  27/39تا  27/32 موقعیت  در

از جنوب با استان زنجان و از غرب به استان آذربایجان شرقی محدود شده است. استان اردبیل در محور  ،شرق با استان گیلان

های آن در ترکیبی هماهنگ با ها و کوهستانراه با عامل ارتفاع دشتدقیقه( ، هم 37درجه و  1طول جغرافیایی با گسترش )

دقیقه( تنوع آب و  31درجه و  7جنوب در عرض جغرافیایی )-همجواری دریای خزر بوده و گستردگی زیاد در جهت شمال

-مطالعه را نشان می موقعیت منطقه مورد (1)شکل  .(Faizipour et al., 2015) ی زیادی به استان اردبیل بخشیده است.یهوا
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 ریزی ژنتیک و ماشین بردار پشتیبان های برنامهبینی بارش ماهانه با استفاده از مدل پیش

 

 99/ زمستان 72دوره هشتم/ جلد

های هواشناسی بارش، دما و رطوبت نسبی ایستگاه هواشناسی اردبیل، مقادیر بارش ماهانه دهد. در این پژوهش با استفاده داده

بینی های ورودی پیشترکیب مختلف داده 11ریزی ژنتیک و رگرسیون بردار پشتیبان در های برنامهاردبیل با استفاده از روش

-های مختلف ورودی مدلنیز ترکیب (7)دهد. در جدول های مورد استفاده را نشان میپارامترهای آماری داده (1) جدولشد. 

  آورده شده است. SVRو  GPهای 
 

 
 (: موقعیت استان اردبیل در ایران1شكل )

 

 های مورد استفاده(: پارامترهای آماری ماهانه داده1جدول )

 ضریب تغییرات انحراف معیار حداقل حداکثر میانگین واحد پارامتر

 Mm 297/77 0/178 8 0.31 33/8 (Pبارش )

 C 11 77.27 9- 27/2 01/8° (Tدمای میانگین )

رطوبت نسبی 

(RH) 
% 337/23 98 12 77/2 12/8 

 

 SVRو  GPهای های مختلف ورودی مدل(: ترکیب2جدول )

 پارامتر خروجی پارامترهای ورودی شماره مدل

1 Pt-1, Pt Pt+1 

7 Pt-2, Pt Pt+1 

3 Pt-2, Pt-1 Pt+1 

2 RHt-1, RHt Pt+1 

7 RHt-2, RHt Pt+1 

1 RHt-2, RHt-1 Pt+1 

2 Tt-1, Tt Pt+1 

0 Tt-2, Tt Pt+1 

9 Tt-2, Tt-1 Pt+1 

18 Tt-3, Tt-1 Pt+1 

11 Tt-3, Tt-2 Pt+1 
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 (GPریزی ژنتیک )برنامه

بر اساس تئوری  ، Koza توسط 1997سال  در بارکه برای اولین  ،باشدیتعمیم یافته الگوریتم ژنتیک میک ریزی ژنت برنامه

داروین ارائه شد. به این ترتیب که جمعیتی در جهت تکامل به صورت انتخابی، جمعیت نامناسب را رها کرده و فرزندانی اصلاح 

باشد که راه حل مسئله را با استفاده از برنامه ریزی خودکار میبرنامهریزی ژنتیک یک تکنیک کنند. برنامهشده ایجاد می

دارا  لیلد به که میباشد تکاملی یتمرلگوا یهاروش بیناز  هشیو جدیدترین نتیکژ ییزربرنامهروش  کند.کامپیوتری ارائه می

روش در ابتدای فرآیند هیچ گونه رابطه در این (. Alvisi et al., 2005) ستا رداربرخو یبیشتر دبررکااز  ،کافی دنبو قتد

ریزی ژنتیک بر خلاف باشد. برنامههای آن میسازی ساختار مدل و مولفهتابعی در نظر گرفته نشده و این روش قادر به بهینه

توابع کند. ساختارهای درختی از مجموعه ای سلسله ارقام دودوئی عمل میج ها بهالگوریتم ژنتیک روی ساختار درختی فرمول

قبل از مراحل . شوندمی ها )متغیرهای مسئله و اعداد ثابت( ایجاد ها( و ترمینال)عملگرهای ریاضی مورد استفاده درفرمول

 :(1392نیا، حسنفرد و دلیر)صمدیان .ریزی ژنتیک گام های مقدماتی زیر باید توسط کاربر تعیین شونداجرایی برنامه

 مسئله، اعداد ثابت تصادفی(ها )متغیرهای مجموعه ترمینال. 1

 هامجموعه عملگرهای ریاضی مورد استفاده در فرمول. 7

 ها(، برای سنجش برازش فرمول… ,RMSE, MSE, Rانتخاب تابع برازش مناسب ). 3

دیگر های ژنتیکی و جزئیات کارگیری عملتعیین پارامترهای کنترل کننده اجرای برنامه )اندازه جمعیت، احتمال مربوط به. 2

 مربوط به اجرای برنامه (

ها، که معیار پایان و ارائه نتایج اجرای برنامه )مثل، تعداد تولید جمعیت جدید، تعیین یک مقدار مشخص برای برازش فرمول. 7

 اگر میزان برازش برابر یا بیشتر از آن مقدار شد، اجرا متوقف شود.(

 (SVRرگرسیون بردار پشتیبان )

 1997و همکاران در سال  Boserکه  ،یک روش یادگیری بر پایه تئوری یادگیری آماری است ماشین بردار پشتیبان

ارائه شده  (7881) و همکاران Dibikeبارش و رواناب توسط  یکاربرد این مدل در مسائل مدلساز یناول. میلادی معرفی کردند

به یک جواب  یدناست که به منظور رس یکارآمد یرییادگ یستمس یبانبردار پشت ینگفت که ماش توانیاست. در واقع م

یک الگوریتم  SVMمدل  (.Bilandi et al., 2014) کندیاستفاده م یساختار یخطا سازیینهکم یاز اصل استقرای ینهبه

 ,.Benimam et al)رساند محاسبات نرم تحت نظارت است که همزمان خطاهای برآورد و پیچیدگی مدل را به حداقل می

های غیرخطی را معرفی نمودند. بعدها با استفاده از نتایج بندی کنندهها همچنین با کمک توابع کرنل، طبقهآن ،(2020

بردار  ماشین 1997در سال   Vapnikوجود آمد و در نهایت همکاران اصول اساسی ماشین بردار پشتیبان بهو  Boser کارهای

بندی مسائل دو یا به طورکلی ماشین بردار پشتیبان برای طبقه (.Vapnik, 1995) رگرسیون گسترش داد أساسپشتیبان را بر 

ها به دو دسته آموزش و گیرد. در این روش، دادهچند کلاسه به صورت خطی یا غیرخطی و رگرسیون مورد استفاده قرار می

 شوند.آزمایش تقسیم می

ای از متغیرهای مستقل به مجموعه yمتغیر وابسته  بردار پشتیبان لازم است وابستگی تابعیدر یک مدل رگرسیونی ماشین

x  تخمین زده شود. فرض بر این است که مانند دیگر مسائل رگرسیونی، رابطه بین متغیرهای وابسته و مستقل توسط یک تابع

  (.Hamel, 2009) مشخص شود Noiseبه علاوه یک مقدار اضافی  f معین

(1  )                                                                                                                                       

است که بتواند به صورت صحیح، موارد جدیدی را که ماشین بردار پشتیبان  fبنابراین موضوع اصلی، پیدا کردن فرم تابع 

-بر روی یک مجموعه داده به ،وسیله آموزش مدل ماشین بردار پشتیبانبینی کند. این تابع به نکرده است، پیشتاکنون تجربه 

سازی دائمی تابع خطا است، قایل دسترسی است. تابع خطا در  عنوان مجموعه آموزش که شامل فرآیندی به منظور بهینه

 ،شودتعریف می (7)صورت رابطه ل رگرسیونی کاربرد دارد، بهصورت گسترده در مسائروش رگرسیون بردار پشتیبان که به

(Ahmadi et al., 2014): 

 y f x Noise 
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(7)                                                                                                       

 معیار های ارزیابی مدل

های ورودی داده شده به مدل جهت آموزش و به دست آوردن میزان خطای مدل با توجه به داده ،منظور از ارزیابی مدل

باشد. در این پژوهش برای ارزیابی مدل از پارامترهای آماری ضریب همبستگی براساس معیارهای مختلف محاسبه خطا می

(R( جذر میانگین مربعات خطا ،)RMSE( و شاخص پراکندگی )SI استفاده شده )است. 

   (3)                                                                            

(2)                                                                                                 

                                                                                                                             )7( 

 بینی شده بارش ماهانه هستند.به ترتیب مقادیر مشاهداتی و پیش iPو  iOها، تعداد داده n، (7)تا  (3)در روابط 

 

 نتایج و بحث

رگرسیون بردار  ،ریزی ژنتیکهای هوشمند برنامهمقادیر بارش ماهانه ایستگاه اردبیل با استفاده از روشدر این تحقیق 

ها عنوان پارامترهای ورودی مدلهای هواشناسی )بارش، دما و رطوبت نسبی( بههای زمانی دادهکارگیری سریپشتیبان و با به

های آماری ضریب ها با استفاده از شاخصآمده از هر یک از مدل دستسازی گردید. نتایج بهترکیب مختلف مدل 11در 

های برتر همبستگی، جذر میانگین مربعات خطا و شاخص پراکندگی با مقادیر مشاهداتی بارش ماهانه مقایسه گردیده و مدل

 دهد.های مورد استفاده را نشان میمقادیر پارامترهای آماری مدل (3)انتخاب شدند. جدول 

 

 های آماری(: پارامتر3)جدول 

SVR GP 
 شماره مدل

MAE RMSE R MAE RMSE R 

033/8 112/11 771/8 971/8 293/10 777/8 1 

012/8 279/11 771/8- 111/1 777/77 811/8- 7 

271/8 721/17 999/8 0/8 021/12 929/8 3 

002/7 101/77 897/8 022/7 227/71 829/8 2 

091/7 981/77 897/8 131/3 772/18 803/8 7 

002/7 032/77 817/8 821/3 200/79 871/8 1 

870/1 098/19 822/8- 17/1 722/77 829/8- 2 

921/8 021/10 822/8- 731/1 081/73 887/8- 0 

832/1 887/78 873/8- 781/1 779/73 817/8- 9 

901/8 922/10 873/8- 772/1 117/73 801/8- 18 

821/1 128/78 811/8- 13/1 077/71 807/8- 11 

1 1

1

2

N N
T

i i

i i
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 
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O

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، جذر میانگین مربعات خطای 929/8با ضریب همبستگی  GP-3(، مدل 3با توجه به نتایج به دست آمده )جدول 

نیز با دارا بودن ضریب  GP-1ریزی ژنتیک شناخته شد. مدل بهترین مدل در روش برنامه ،0/8و شاخص پراکندگی 021/12

رتبه دوم را در این روش به خود  971/8و شاخص پراکندگی  293/10، جذر میانگین مربعات خطای 777/8همبستگی 

، جذر میانگین مربعات خطای 999/8دارای ضریب همبستگی  SVR-3اختصاص داد. در روش ماشین بردار پشتیبان نیز مدل 

داشته است. در رتبه دوم این روش،  SVRهای ه و بهترین عملکرد را در بین مدلبود 271/8و شاخص پراکندگی  721/17

قرار گرفت.  033/8و شاخص پراکندگی  112/11، جذر میانگین مربعات خطای 771/8با ضریب همبستگی  SVR-1مدل 

خوب و مشابه بوده  ماشین بردار پشتیبانو ریزی ژنتیک برنامه که عملکرد هر دو مدل دهدیم نشاننتایج این تحقیق 

ولی با توجه به بررسی معیارهای ارزیابی  ،(8.999 ، 8.929ضریب همبستگی و  8.271 ، 8.0میانگین خطای مطلق به ترتیب )

مدل  به علاوه ،(8.999ضریب همبستگیکمی بهتر داشته است ) یعملکردماشین بردار پشتیبان ریزی مختلف، مدل برنامه

 (،7810و همکاران ) Tabatabaei نتایج این تحقیق با باشدمی نیز مزیت سهولت در اجرای مدل دارای پشتیبانماشین بردار 
از عملکرد بهتر و  روش ها یرنسبت به سا یانگینم یدما یمدل سازدر  ماشین بردار پشتیبانکه اعلام نمودند عملکرد مدل 

 ماشین بردار پشتیبان،مبنی بر عملکرد بهتر مدل  ،(7811)و همکاران  Sedighiو نتایج تحقیق  خطای کمتری برخوردار است

-نمودار تغییرات زمانی بارش ماهانه با استفاده از بهترین مدل (7)شکل از د. شمنطبق می با ریزی ژنتیکبرنامهنسبت به مدل 

نمودارهای پراکنش مقادیر محاسباتی بارش با استفاده از بهترین  (3)دهد. همچنین در شکل های مورد مطالعه را نشان می

 های مورد مطالعه آورده شده است.مدل
 

های مورد مطالعه(: نمودار تغییرات زمانی بارش ماهانه با استفاده از بهترین مدل2شكل )  

 

 

36 

 [
 D

O
R

: 2
0.

10
01

.1
.2

42
35

97
0.

13
99

.8
.4

.2
.3

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

rc
sa

.ir
 o

n 
20

26
-0

2-
04

 ]
 

                               6 / 9

https://dor.isc.ac/dor/20.1001.1.24235970.1399.8.4.2.3
http://jircsa.ir/article-1-387-en.html


 ریزی ژنتیک و ماشین بردار پشتیبان های برنامهبینی بارش ماهانه با استفاده از مدل پیش

 

 99/ زمستان 72دوره هشتم/ جلد

 

 

های مورد مطالعهبهترین مدل(: نمودارهای پراکنش مقادیر محاسباتی بارش با استفاده از 3شكل )  

گیری است. به طور کلی از نیز قابل نتیجه (3)و  (7)های های برتر از شکلروند اشاره شده در مورد بالا بودن دقت در مدل

هایی با ریزی ژنتیک، مدلهای رگرسیون بردار پشتیبان و برنامهتوان چنین استنباط کرد که در روشمی (3)و  (7)های شکل

توان مقدار بارش ماهانه منطقه مورد مطالعه را با استفاده از اند و میتری داشتهعملکرد مناسب ،های زمانی بارشورودی سری

 بینی کرد.های مذکور با دقت نسبتا بالایی پیشمدل
 

 نتیجه گیری

بان مقادیر بارش ماهانه ایستگاه ریزی ژنتیک و رگرسیون بردار پشتیهای هوشمند برنامهدر این پژوهش با استفاده از روش

های هواشناسی بارش، دما و رطوبت نسبی در های زمانی دادههای مذکور شامل سریکه ورودی روش ،اردبیل برآورد گردید

دست آمده با استفاده از پارامترهای آماری مورد مقایسه قرار گرفت و مشخص شد که در هر ترکیب متفاوت بود. نتایج به 11

ها تری نسبت به سایر مدلعنوان داده ورودی استفاده کردند، نتایج دقیقهای زمانی بارش بههایی که از سریمدل دو روش،

ریزی ژنتیک و رگرسیون بردار پشتیبان، های برتر دو روش برنامهارائه دادند. همچنین نتیجه گرفته شد که در مقایسه مدل

 دند.تری را ارائه داعملکرد مطلوب SVRهای مدل
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Abstract 

Rainfall and runoff estimation play a fundamental and effective role in the management and proper operation 

of the watershed, dams and reservoirs management, minimizing the damage caused by floods and droughts, and 

water resources management. The optimal performance of intelligent models has increased their use to predict 

various hydrological phenomena. Therefore, in this study, two intelligent models including, genetic 

programming and support vector machine were used to forecast the monthly precipitation of Ardabil province. 

For this purpose, precipitation, temperature, and relative humidity on a monthly scale were considered as the 

input parameters of the models. The results showed that the performances of both models were good and almost 

the same (mean absolute error of 0.8 and 0.721, respectively), but according to the evaluations, the support 

vector regression model had a relatively better performance (correlation coefficient 0.999) compared to another 

model. In general, it can be concluded that the support vector regression model has been more suitable for 

modeling and forecasting monthly precipitation in Ardabil province. 

Keywords: Monthly rainfall, Genetic programming, Fitting function, Correlation coefficient, Support vector 

machine. 
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