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The present study was conducted to evaluate the performance of artificial neural 
networks, support vector machine models, and their hybrid mode with the wavelet 
model in predicting the discharge of the Aladyzga and Arbabkandy hydrometric 
stations located in the Qara Su watershed. Considering the correlation index, the 
discharge of two months ago and the discharge of one month ago were considered as 
the input of the runoff model at the Arbabkandy and Aladyzga hydrometric stations, 
respectively. The optimal state in the artificial neural network and hybrid wavelet-
artificial neural network models was achieved in two and five neurons at the Aladyzga 
station, respectively, and in 12 and one neuron at the Arbabkandy station, respectively. 
The results indicated that the agreement between the observed runoff and predicted 
runoff values was high when using the wavelet-artificial neural network combination 
and the wavelet-support vector machine combination compared to the cases of using 
the conventional artificial neural network and support vector machine. Thus, at 
Arbabkandy station, hybridizing the single model of the artificial neural network with 
the wavelet model increased the R parameter from 0.44 to 0.91 and also reduced the RE 
and RMSE parameters from 41% and 2.03 m3 s-1 to 23 % and 1.33 m3 s-1, respectively. 
The NSE and GMER indices in the wavelet-artificial neural network and wavelet-
support vector machine models had better acceptance in both stations than in the other 
models, so that in Arbabkandy station, the values of these indices in the wavelet-
artificial neural network model were 0.78 and 0.94, respectively. After the hybrid 
wavelet-artificial neural network model, which had the best fit and consistency with the 
observational data, the hybrid wavelet-support vector machine model had good 
accuracy and efficiency compared to other models used in both stations 
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EXTENDED ABSTRACT 
 

Introduction: Accurate prediction of river discharge in watersheds with limited hydrological data represents a 

significant challenge in contemporary water resources management. This comprehensive study systematically 

evaluated and compared the predictive capabilities of four advanced computational models: Artificial Neural 

Networks (ANN), Support Vector Machines (SVM), and their enhanced hybrid versions incorporating Wavelet 

Transform (W-ANN and W-SVM). The research focused on monthly discharge forecasting at two strategically 

important hydrometric stations - Aladyzga and Arbabkandy - located in the Qara Su watershed of northwestern 

Iran. The primary objectives included: (1) developing autocorrelated prediction models using lagged discharge 

inputs, (2) quantifying the performance improvement achieved through wavelet-based hybrid modeling 

approaches, (3) conducting rigorous uncertainty analysis to assess model reliability, and (4) establishing 

practical guidelines for model selection based on specific watershed characteristics and data availability 

scenarios. 
Methodology: This study employed a comprehensive methodology combining advanced computational 

techniques with rigorous statistical validation. Monthly discharge data (1999-2023) from both stations 

underwent quality control, including outlier removal and gap-filling. Optimal time lags were determined through 

autocorrelation analysis (1-month for Aladyzga, 2-month for Arbabkandy). Four modeling approaches were 

implemented: ANN, SVM, and their wavelet-enhanced versions (W-ANN, W-SVM) using Daubechies-4 

wavelet decomposition. The modeling process followed a 70-15-15 data split (training-validation-testing) with 

early stopping to prevent overfitting. Performance was evaluated using six metrics (R, RMSE, NSE, RE, 

GMER, MAE) and a statistical test (t-test). Wavelet processing included signal decomposition, noise reduction, 

and coefficient reconstruction. Uncertainty was quantified through Monte Carlo simulations (1000 iterations), 

95% prediction uncertainty bands (95PPU), and d-factor analysis. All analyses were conducted in MATLAB 

with standardized hardware for consistent comparisons. 
Results and Discussion: The comprehensive analysis yielded several significant findings with important 

theoretical and practical implications. The W-ANN hybrid model demonstrated exceptional performance at 

Arbabkandy station, achieving remarkable accuracy metrics (R=0.91, NSE=0.78, RMSE=1.33 m3 s-1) that 

represented a 107% improvement in correlation coefficient and a 34% reduction in root mean square error 

compared to the standalone ANN model. At Aladyzga station, while absolute performance metrics were slightly 

lower due to data limitations, the W-ANN still showed superior results (R=0.50, RMSE=0.15 m3 s-1) with 

particularly strong performance in predicting peak flows during flood seasons. The wavelet-based models 

consistently outperformed their conventional counterparts across all evaluation criteria, with average 

improvements of 62% in R values, 48% in RMSE reduction, and 53% enhancement in NSE scores. Uncertainty 

quantification revealed that the hybrid models exhibited substantially narrower 95% prediction uncertainty 

bands (95PPU) and significantly lower d-factor values (0.15-0.20 versus 0.25-0.35 for standalone models), 

indicating more reliable and stable predictions. The enhanced performance of wavelet hybrids was attributed to 

their superior ability to: (1) decompose complex discharge signals into interpretable subcomponents, (2) 
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effectively separate stochastic noise from deterministic patterns, and (3) capture multi-scale temporal 

dependencies in hydrological processes. Comparative analysis of computational efficiency showed that while 

hybrid models required 15-20% more training time, their prediction phase was equally fast, making them 

practical for operational forecasting. 

Conclusion: This study demonstrates that wavelet-based hybrid models, particularly W-ANN, significantly 

improve discharge prediction accuracy in data-scarce watersheds. The models effectively address key 

hydrological modeling challenges, including non-stationarity and noise in time series data. The W-ANN showed 

superior performance at Arbabkandy station, while maintaining computational efficiency for operational use. 

The finding that optimal model structures differ between stations (W-ANN performing best at Arbabkandy 

while W-SVM showed competitive results at Aladyzga) underscores the importance of site-specific model 

selection. These findings provide water managers with reliable tools for flood forecasting and drought 

monitoring in poorly gauged watersheds. The results highlight the importance of site-specific model selection 

and suggest wavelet hybrids as a robust alternative to complex physical models in data-limited environments. 
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 های کلیدی:واژه

 ینماش ی،مصنوع یشبکه عصب

موجک،،  یلتبد یبان،بردار پشت

  یزمان یرتأخ

 یبریدو حالت ه یبانبردار پشت ینماش ی،مصنوع یشبکه عصب یهاعملکرد مدل یابیحاضر باهدف ارز یقتحق

قره سو  ضهواقع درحو کندیاربابو  یزگهآلاد یدرومتریه هاییستگاها یدب ینیبیشها با مدل موج، در پآن

 یبترتبه یزگهو آلاد کندیارباب یدرومتریه یها یستگاهدر ا ی،انجام شد. با در نظر گرفتن شاخص همبستگ

 یهادر مدل ینهمدل رواناب در نظر گرفته شدند. حالت به یعنوان ورودماه قبل به ی، یو دب دو ماه قبل یدب

در دو و پنج  ترتیببه یزگهآلاد یستگاهدر ا یمصنوع یشبکه عصب -ج،مو یبریدو ه یمصنوع یشبکه عصب

 یناز آن بود که تطابق ب یحاک یجنرون حاصل شدند. نتا ی،و  12در  یبترتبه کندیارباب یستگاهانرون و در 

 یزو ن یمصنوع یشبکه عصب -موج، یبدر استفاده از ترک شدهبینییشرواناب و رواناب پ یمشاهدات یرمقاد

بردار  ینو ماش یمصنوع یاستفاده از شبکه عصب یهانسبت به حالت یبانپشت ردارب ینماش -موج، یبرکت

با  یمصنوع یکردن مدل منفرد شبکه عصب یبریده کندیارباب یستگاهدر ا کهطوریبهمرسوم بالابود.  یبانپشت

 زا ترتیببه RMSEو  RE یکاهش پارامترها یزو ن 91/0به  44/0از  Rپارامتر  یشمدل موج، موجب افزا

 یهاشاخص ین،شد. علاوه برا مترمکعب بر ثانیه33/1درصد و  23به  مترمکعب بر ثانیه 03/2 درصد و 41

شبکه -موج، یبیترک یها( در مدلGMERخطا ) یهندس یانگین( و نسبت مNSE) یفساتکل-نش یبضر

ها از عملکرد مدل یربت به سانس یستگاه،در هر دو ا یبانبردار پشت ینماش-و موج، یمصنوع یعصب

شبکه -مدل موج، یها براشاخص ینا یرمقاد ،کندیارباب یستگاهدر ا یژهوبودند. به خورداربر یترمطلوب

مدل  ینا یبالا یناناطم یتدهنده دقت و قابلدست آمد که نشانبه 94/0و  78/0 ترتیببه یمصنوع یعصب

 هایدهرا با دا یتطابق و همخوان ینکه بهتر یصنوعم یشبکه عصب -موج، یبریداست. بعد از مدل ه

 یخوب ییاز دقت و کارا یستگاهدر هر دو ا یبانبردار پشت ینماش -موج، یبریدداشت، مدل ه یمشاهدات

 برخوردار بود. 

یستگاها یدب بینیشیهوشمند در پ یهامدل یابیارز(. 1404) مهرورز قوجه بگلو، بهمن و احد ،مولوی، فریبرز، احمدزاده کلیبراستناد: 
 .60-39(، 2)13، باران یرآبگسطوح  یهاسامانه .کندیاربابو  یزگهآلاد یها

DOR: 20.1001.1.24235970.1404.13.2.6.8 

 یران باران ا یرسطوح آبگ یهایستمس یانجمن علمناشر: 

  ©    گانسندینو
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 43 ...و یزگهآلاد یهایستگاها یدب بینییشهوشمند در پ یهامدل یابیارز

 

 مقدمه

مدل  ،یرواناب با استفاده از  یثبت تناوب و نظم در سر دهد،یرا نشان م یرخطیغ یهایژگیرواناب و یسر کهییجاازآن

استفاده قرار  ها موردرودخانه انیجر یسازهیدر شب یمتعدد یهاروش وها . مدل(Kalteh, 2013) است زیبرانگمنفرد چالش

از  یسازهیهدف شب زیلازم و در دسترس و ن یهاحوضه، داده ساختارها بسته به آن یریکارگموارد بهکه عملکرد و  رندیگیم

 یریکارگبه ستند،ین یآمار و اطلاعات کاف یکه دارا ییهارواناب در حوضه یسازهی. جهت شبباشدیمتفاوت م گریهمد

خود  یسازهیدارند مقدور نخواهد بود. روش شب ازین یشتریب یکیدرولوژیو ه یهواشناس یرهایکه به متغ یکیزیف یهامدل

از  دهندیم لیآبراهه به مدل را تشک انیجر افتهی ریتأخ یهایدب ،یورود یهاآبراهه که در آن تنها داده انیهمبسته جر

 . (Chongxun et al., 2023)باشد یها محوضه گونهنیا در گشاراه یکردهایرو

 -موج، یبیمدل ترک ،یوعمصن یعصب یهاشبکه بان،یبردار پشت نیهمچون ماش یفراکاوش یهاانواع مدل ریاخ یهادر سال

و  یدرولوژیه قاتیدر تحق یعیکاربرد وس یمصنوع یشبکه عصب-موج، یدیبریو مدل ه ینروفاز بان،یبردار پشت نیماش

بینی ، پیشعلاوه بر این. (Mugume et al., 2024)است  داکردهیپ ندارد وجودها آن یبرا یمشخص تمیکه الگور ییهادهیپد

 ,.Zhang et al)است های انسانی از اهمیت بالایی برخوردار شده ها به دلیل تغییرات اقلیمی و فعالیتدقیق رواناب رودخانه

 یسازهیدر شب را یزمان یو سر یمصنوع یشبکه عصب یهاملکرد روشع Jain and Kumar (2007) در همین زمینه، .(2025

 یینشان داد که در هر سه حالت کارا جیدادند. نتا قرار یبررس ماهانه رودخانه کلرادو تحت سه حالت مورد انیجر ریدمقا

رواناب و بار  ینیبشیپنسبت به یقیدر تحق Misra et al. (2009) ( بهتر بود.ARهمبسته )از مدل خود یروش شبکه عصب

مبادرت نمودند.  یمصنوع یو شبکه عصب بانیبردار پشت نیماش یهاا مدلهند ب زیو ماهانه حوضه آبر یرسوب روزانه، هفتگ

 یمصنوع یبار رسوب نسبت به مدل شبکه عصب نیزرواناب و  ینیبشیدر پ بانیبردار پشت نینشان داد مدل ماش قیتحق جینتا

با  پی،سازی دبی شبیه فرا با هد توزیع زمانی بارشهفت معیار  (2016میرزایی و همکاران ) .است یبهتر ییکارا یدارا

 WMOنشان داد الگوی بارش  هابررسی. مورد ارزیابی قرار دادندحوضه آتشگاه  در SNYDERو  SCS ،CLARKهای مدل

با هدف بررسی  .هستند قابل قبول ترینتایج دارای  CLARK و SNYDERهای در مدل Huff2nd، و الگوی SCSدر مدل 

بولی، چای تحقیقی های یدیسیلاب و دبی جریان حداکثر حوضه آتشگاه از زیرحوضهتغییرات کاربری اراضی، هیدروگراف 

صورت گرفت. در پژوهش فوق هشت تابع توزیع احتمالاتی با استفاده از ( 2018لی قاضی جهانی و همکاران )وسیله توکهب

سال  43ونی و کشاورزی در طی سه معیار آماری ارزیابی شدند. نتایج حاکی از کاهش سطح مراتع و افزایش اراضی مسک

 یدب یسازهیرا در شب SVMو  ANN ینروفاز یهاو عملکرد مدل ییکارا Kisi et al. (2012) در ادامه، ( بود.1390تا  1347)

و  ANN یهامدل شانیقراردادند. مطابق اظهارات ا مورد بررسی هیواقع در شمال غرب ترک یدرومتریه ستگاهیروزانه در دو ا

 داشتند.  هاستگاهیروزانه در ا یدب یسازهیدقت را در شب نیبالاتر ترتیببه ینروفاز

 ستمیس بان،یبردار پشت نیسه مدل ماش یروزانه حوضه اسکندر انیجر یدب ینیبشیپ ی( برا2013) و همکاران ینلفدا یکاکائ

از  یحاک قیتحق جیقراردادند. نتا مورد مطالعهرا  Mike11/NA یمفهوم یکیدرولوژی( و مدل هANFIS) یعصب -یاستنتاج فاز

نسبت به دو  یمربعات خطا عملکرد بهتر نیانگیم نیو کمتر یمبستگه بیضر نیشتریبا ب بانیبردار پشت نیآن بود که مدل ماش

 لیبا تبد یمصنوع یو شبکه عصب بانیبردار پشت نیماش یهامدل بیترک یدر پژوهش Kalteh et al. (2013) داشت. گریمدل د

بردار  نیهر دو مدل ماش ییکه کارا افتندیدست  جهینت نیقرار داده و به ا مورد مطالعهماهانه  یدب یسازهیهت شبموج، ج

یم یبهتر ییکارا ی، دارامجزا ANNو  SVR یهاموج، نسبت به مدل لیبا تبد بیدر ترک یمصنوع یو شبکه عصب بانیپشت

رود با لیهل زیحوضه سد صفارود واقع در حوضه آبر ریرواناب در ز یسازهیشب ی( برا2020و همکاران ) زادهبی. نجباشند
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بردار  نیماش ی( و همبستگRBFتابع شعاع مدار ) ی(، شبکه عصبMLP) هیپرسپترون چندلا یعصباستفاده از مدل شبکه 

 یطرا هنجان  یسنجآب ستگاهیروزانه ا یهاداده شانیبه انجام رساندند. ا یقی( تحقLinear SVR) یبا توابع کرنل خط بانیپشت

 Linear SVR5مدل  تیپژوهش آنان نشان از مقبول جینتااستفاده قراردادند.  مورد قاتشانیدر تحق 1385-1394 یدوره آمار

معادل  ترتیببه( یهمبستگ بی)ضر Rو  MAE ،RMSE یخطا یهاشاخص ریهنجان با مقاد ستگاهیرواناب ا ینیبشیپ یبرا

 - بانیبردار پشت نیماش یدیبریعملکرد مدل ه ی( در پژوهش2022و همکاران ) یود. دهقانب 967/0و  0229/0، /032با 

واقع در بالادست سد در  یهاستگاهیروزانه ا یدرومتریدز بر اساس آمار ه زیدبی رودخانه حوضه آبر نیموج، را جهت تخم

 جینمودند. نتا سهیمقا بانیبردار پشت نیماشآن را با مدل  جیقرار داده و نتا مورد بررسی 1387-1397 یآمار یهاطی سال

 یدیبریمدل ه ابییارز یارهایرواناب بوده و بر اساس مع یسازدر مدل یبیترک یاساختاره تیاز مقبول یآنان حاک قیتحق

 داشت.  انیجر ینیبشیدر پ یموج، عملکرد بهتر-بانیبردار پشت نیماش

Kwon et al. (2020) بانیپشتبردار  نیماش یبیمدل ترک ،ی ( حداقل مربعات مخزنLSSVMرا به )یهاجنبه فیمنظور توص 

رواناب -بارش یساز( را در مدلSM) یارطوبت خاک ماهواره یهانقش داده شانیبردند. ا کاربهرواناب  -بارش ندیفرآ

 یزمان ییایپو فیوصت یبرا یابزار مؤثر ESA CCISWIشده از استنباط SMکه حالات  دندیرس جهینت نیکرده و به ا یبررس

SM کندیارائه م .Samantaray et al. (2022) یبیمدل ترک SVM-SSA ازدحام سالپ( و  تمیبا الگور بانیبردار پشت نی)ماش

هند را  شا،یاود ،یتارانیرواناب در حوضه رودخانه با ینیبشیپ ی( براANN) یمصنوع یو شبکه عصب یمعمول SVM یهامدل

مرسوم داشته  یهاشبا رو سهیرا در مقا یبهتر ینیبشیدقت پ یبیآزمون نشان داد که مدل ترک جینتا دادند. قرار مورد بررسی

 یبرا Chongxun et al. (2023)باشد.  هیرواناب قابل توص ینیبشیرواناب و پ-بارش ندیفرآ یبرا یسازدر مدل تواندیو م

-EWT-PSO) بانیبردار پشت نیماش-ازدحام ذرات یسازنهیبه-موج، لیتبد یتجرب یبیمدل ترک ،ی ،ینیبشیدقت پ شیافزا

SVMآن را در حوضه کارست  ینموده و اثربخش شنهادیرواناب پ ینیبشیپ یبرا «یبازساز-ینیبشیپ-هیتجز»بر  ی( مبتن

 یبندنظر شاخص رتبه از EWT–PSO–SVMمشخص نمود که مدل  قیتحق جیقراردادند. نتا مورد بررسی یرودخانه چنگب

عملکرد مدل  یداریپا دییتأ یشان برایا ن،ی. علاوه بر اکندیبهتر عمل م SVMو مدل  PSO–SVMاز هر دو مدل  یبیترک

 سهیمقا قراردادند. مورد بررسیمختلف را  یداده ورود یتحت ساختارها SVMو  PSO-SVM یهابا مدل زین افتهیتوسعه

 یبرا تواندیمدل مؤثر است که م ،یبوده و  یکرد قوعمل یبرتر یدارا EWT-PSO-SVM یدیبرینشان داد که مدل ه

  کارست اعمال شود. طقهرواناب من ینیبشیپ

Agheli et al. (2024)  ی هوشمند شبکه عصبی پرسپترون چند لایههامدلدر مطالعه ای مبتنی بر- MLP  چاه  153ی هادادهو

ی رسانایی هادادهدن فاصله تا چاه های مشاهده ای به همراه در شمال غربی ایران، در نظر گرفتن ساختار مکانی از طریق افزو

های رویکرد مکانی و تعداد بهینه چاه ورودی مدل، پیشنهاد شد. نتایج نشان داد استفاده از این عنوانبه (EC)الکتریکی 

با مقادیر ضریب تعیین ی هوشمند توسعه یافته هامدلچاه( منجر به تخمین دقیق تر شوری می شود. عمکرد  20تا  8همسایه )

 .Mugume et al ی فاقد ورودی، بهبود معناداری داشت.هامدلنسبت به  72/0الی  53/0از   (NSE) و کارایی 73/0الی  54/0

و  HEC-HMSاز  یبیترککه  یمصنوع یمدل شبکه عصب ،یاز  تونیپا یسینوزبان برنامه یریکارگبا به یقیدر تحق (2024)

 یدر اوگاندا مرکز انجایرودخانه ما زیرواناب در حوضه آبر انیجر یسازهیشب یبرا، ( بودFFNN) خورشیپ یشبکه عصب

در  0.992R=با  یو اعتبارسنج یواسنجدر طول  ANN-HMS-HEC یدیبریمطالعه نشان داد که مدل ه جی. نتاودنداستفاده نم

 یعملکرد بهتر 0.562R=با  ANN و مدل 0.2R=42با  MIKE HYDRO و 0.52R=با  HMS-HECمنفرد  یهابا مدل سهیمقا

، جنگل تصادفی و شبکه عصبی LSTM ،SVM ماشین شامل های یادگیریبا ترکیب مدل Zhang et al. (2025) داشت.

بینی رواناب و موج،، به بهبود دقت پیش EMD ،VMD پردازش مانندهای پیشمصنوعی و همچنین استفاده از تکنی،

 [
 D

O
R

: 2
0.

10
01

.1
.2

42
35

97
0.

14
04

.1
3.

2.
6.

8 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

rc
sa

.ir
 o

n 
20

26
-0

2-
20

 ]
 

                             6 / 22

https://dor.isc.ac/dor/20.1001.1.24235970.1404.13.2.6.8
https://jircsa.ir/article-1-586-fa.html


  
 45 ...و یزگهآلاد یهایستگاها یدب بینییشهوشمند در پ یهامدل یابیارز

 

 و مدل ترکیبی داشتهعاملی عملکرد بهتری های ت،در مقایسه با سایر مدل LSTM که مدل داد نشان تحقیق. نتایج ندپرداخت

VMD–LSTM دقت بالا با RMSE=52.14)،(NSE=0.9  ییو کارا جیتوجه به نتا با شدند.عنوان بهترین مدل شناخته به 

و با نظر گرفتن آنکه مطالعه جامعی ش موج، ها با روآن بیترک نیو همچن ANNو  SVM یهاروش یریکارگقبول بهقابل

منابع آب  عنوانبهکه  کندیاربابی رواناب رودخانه ها آلادیزگه و نیبشیپی مذکور در هامدلدر خصوص ارزیابی عملکرد 

یعمل م یکشاورز یدیقطب کل ی، و در منطقه یکشاورز هایالیتفع کنندهیبانیو پشت یدنیآب آشامکننده ینتأم یاتی،ح

 بیترک بان،یبردار پشت نیماش ،یمصنوع یشبکه عصب یهاعملکرد مدل یابیحاضر باهدف ارز قیتحق .است نشدهانجامکنند، 

 نابماهانه روا انیجر ی خود همبستهسازهیدر شب بانیبردار پشت نیماش-موج، بیو ترک ی مصنوعیعصبشبکه -موج،

 انجام شد.حوضه قره سو ر واقع د کندیاربابو  زگهیآلاد یدرومتریه یهاستگاهیا

 مواد و روش تحقیق

 منطقه مورد مطالعه

از  یکیسو . حوضه قرهبودسو قره زیواقع در حوضه آبر کندیاربابو  زگهیآلاد یسنجآب یهاستگاهیا مورد مطالعه محل

 جانیان آذربااز آن در است یقرارگرفته و بخش کوچک لیاستان اردب یحوضه ارس است که در قسمت مرکز یهاحوضهریز

 عرض 38◦ 52' تا 37 ◦ 47'و  شرقی طول 48◦ 41' تا 47◦ 32' ییایحوضه در مختصات جغراف نیشده است. اواقع یشرق

و بلندترین  متر( 774حوضه )نقطه  نیترارتفاع پست اختلافاست.  لومترمربعیک 7706بر قرارگرفته و مساحت آن بالغ شمالی

حدود  .داردقرار  خش،مهیو ن یاترانهیدر محدوده مدحوضه  . اقلیمباشدیمتر م 4012 (متر 4786) سبلان کوه در قلهآن نقطه 

. افتدیماتفاق تابستان  در درصد 10با  بارندگی فصلی . کمترین میزاندهدیمدر فصل بهار روی حوضه  بارندگی درصد 42

تا اواسط بهار داشته و  اواخر اسفندیعنی  سط سال آبیبه تبعیت از میزان و نوع بارندگی افزایش فراوانی از اوارژیم آبدهی 

 مقایسه باسنگین بهاره در  یهاذوب برف زمستانی و بارش . دلیل این امر ناشی ازابدییم سپس تا اواخر تابستان کاهش

موجود یرزمینی سطحی و ز یها. شبکه گسترده آبباشدیانسانی از آب رودها م یهایبرداربهرهو نیز تابستانه  کم یهابارش

 Esfandiari)برخوردار شود نظر تأمین منابع آب استان اردبیل از جایگاه مهم  تا این حوضه از شده موجبسو در حوضه قره

and Qarachoorloo, 2023.) طی  کندیارباب و آلادیزگه سنجیهای آبهای ماهانه رواناب ایستگاهر این پژوهش، از دادهد

ای استان اردبیل استخراج شده و پس از اعمال منطقهها از سازمان آبستفاده شده است. این دادها 1402–1378 دوره آماری

های هوشمند و کارگیری مدلصورت خودهمبسته با بهسازی رواناب ماهانه بههای کیفی و حذف نقاط پرت، برای شبیهکنترل

های استاندارد کنترل کیفیت، ها، آزمونز صحت دادهبرای اطمینان ا .اندهیبریدی مورد استفاده قرار گرفته-هوشمند

ها به دلیل مشکلات فنی در از داده درصد 5 آلادیزگه، حدود آزمون ناپیوستگی، انجام شد. در ایستگاه و آزمون همگنی شامل

های داده بازسازی شدند. در مقابل، های مجاورهمبستگی با ایستگاه و درونیابی خطی هایبودند که با روش ناقصثبت،

( 1شکل )در  سوقرههای مذکور در حوضه موقعیت ایستگاه .ای نداشتندشدهکامل بوده و هیچ نقطه گم کندیارباب ایستگاه

  است. شدهارائه
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 سوقرهدر حوضه آبریز  مورد مطالعههای یستگاها تیموقع -1شکل 

Figure 1- Location of the study stations in the Qara Su watershed 

 

 ماشین بردار پشتیبان کاربرد

 صورتتابع لاگرانژ دوگان نیز به  ( خواهد بود.1رابطه ) صورتبهدر این مدل صفحه بهینه جداکننده در حالت غیرخطی 
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و تابع سیگموئید)پرسپترون( سه  dای درجه ، تابع چندجمله(RBF). تابع پایه شعاعیباشدیمهسته  تابع x)(در روابط بالا

 منظوربه. (Kavzoglu and Colkesen 2009) شوندیماستفاده  SVMمتداول در  طوربهکه  باشندیمای )کرنل( تابع هسته

انتخاب تابع  درواقع، قرارداد مورد بررسینواع تابع کرنل را ا توانیمتخمین جریان با استفاده از مدل ماشین بردار پشتیبان 

سازی خواهد داشت. در مطالعات شبیه به همراهمناسب در استفاده از این مدل بسیار حائز اهمیت بوده و نتایج مختلفی را 

فرآیند محاسبات این  (.Eskandari and Nouri, 2010) شودیماستفاده  RBFاز مدل تابع کرنل عمدتاًرواناب  -جریان و بارش

و تابع  dای درجه ، تابع چندجمله(RBF)ی در محیط متلب صورت گرفته است. روابط تابع پایه شعاعیسیکد نومدل با 

 است. شدهارائه( 5( الی )3در روابط ) ترتیببهسیگموئید )پرسپترون( 

(3)  22
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(4) d

ii xxtxxK )),((),(  
(5) 

21 ),((),( kxxktanhxxK ii  

 شبکه عصبی مصنوعی کاربرد

 Zare)شده استفاده نمود های نرمالهای عصبی مصنوعی باید از دادهبرای افزایش کارایی و سرعت اجرای شبکه کهییجاآن از

Abyaneh et al., 2010) ال شدند. و نرم قرارگرفته [1,1-]( در محدوده 6های رواناب با استفاده از رابطه )ابتدا داده 
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پنهان با تعداد  هیلا،با ی هیچندلاسازی جریان با استفاده از مدل شبکه عصبی مصنوعی از نوع شبکه پرسپترون برای شبیه

برای  های متعدد و از تابع تانژانت سیگموئید جهت نگاشت اطلاعات از لایه ورودی به لایه پنهان و از تابع محرک خطینرون

های پرسپترون چندلایه با الگوریتم آموزش پس نگاشت اطلاعات از لایه پنهان به لایه خروجی استفاده شد. واسنجی شبکه

 در 1000مارکوارت )همگرایی سریع و دقیق( انجام و حداکثر تعداد تکرار در فرآیند یادگیری شبکه -انتشار خطای لونبرگ

های اندک شروع و با . روند کار با تعداد نرونشددر لایه پنهان با سعی و خطا تعیین  های موجودنظر گرفته شد. تعداد نرون

 نرون ادامه پیدا کرد.  20ها تا حداکثرافزودن نرون

 موجک تحلیل کاربرد

ه فوریه به کار گرفت تحلیل. تابع سینوسی ی، موج است. برای این توابع دشویمکننده تعریف تابع نوسان عنوانبهی، موج 

توابع سینوسی و کسینوسی  برحسبها که در آن توابع یا سیگنال باشدیمموجی  تحلیلفوریه ی،  تحلیلشود. در حقیقت می

عنوان )الف( و )ب( به دوگانهدر صورت صدق کردن در شرایط  x)(تحلیل. تابع  (Misiti, et al,1996)اندشدهدادهبسط 

 .شودیمموج، در نظر گرفته  ی، تابع

 موج، دارای انرژی محدود است. -الف

(7)  




dttE
2

)(

 
)(اگر -ب f  تبدیل فوریه)(t ( برقرار باشد.8باشد باید رابطه ) 

(8) 


df
f

φ(f)

0

2

 

 ماشین بردار پشتیبان-وجکهیبرید م کاربرد

موجکی و انتخاب  تحلیلها به چند زیر سری با کاربرد داده پس از تبدیل سری بانیپشتموج، و ماشین بردار  در مدل ترکیبی

 عنوانبه آمدهدستبههای زیر سری (Taie et al., 2024) موج، مادر نیپرکاربردتر عنوانبهموج، مادر دابچیز نوع چهار 

پایه ها تجزیه سری در دو سطح انجام و با توابع کرنل گرفته شدند. با توجه به تعداد داده در نظرورودی ماشین بردار پشتیبان 

 ای و خطی عملیات ادامه یافت.شعاعی، چندجمله

 شبکه عصبی -هیبرید موجک کاربرد

ها انجام یافت. موجکی به زیر سری تحلیلهای ورودی آموزش و آزمون با استفاده از زمانی داده در این روش تجزیه سری

برد گسترده موج، دابچیز نوع چهارم از این باشد که با عنایت به کارها، انتخاب موج، مادر میاولین مرحله تجزیه سری

از . بعد Taie et al., 2024))شود جزء صحیح لگاریتم طول سری منظور می معمولاًموج، استفاده شد. تعداد سطوح تجزیه 

ها به انجام رسید. ورودی شبکه عصبی مصنوعی، نرمال نمودن داده عنوانبهموجکی  تحلیلبا  جادشدهیاهای تعیین زیر سری

زیابی شد. نرون در لایه پنهان ار 20تا 1های لایه پنهان شبکه عصبی مصنوعی، کارایی برای مشخص نمودن تعداد بهینه نرون

مارکوارت و با  -الگوریتم آموزش پس انتشار خطای لونبرگ لهیوسبه هیچندلاهای پرسپترون در این روش آموزش شبکه

ی و در محیط سیکد نوانجام شد. کلیه محاسبات این تحقیق از طریق  1000حداکثر تعداد تکرارها در عملیات یادگیری شبکه 

 است. شدهانجاممتلب  افزارنرم
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 ی ورودیهایدبزمانی  ریتأخ

 ریتأخورودی مدل استفاده شد. جهت تعیین میزان  عنوانبهی زمانی آن رهایتأخبرای مدل بندی رواناب از متغیر اصلی دبی و 

 از آزمون فرض ضریب همبستگی به شرح زیر استفاده به عمل آمد. قبولقابل

0:0: باشدینمدار همبستگی معنی H 

0:1 :باشدیم داریمعن یتگهمبس H 

 ( استفاده به عمل آمد.9طبق رابطه ) kضریب همبستگی برای جامعه است. در این راستا از آماره  که

(9) 
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جدول  kاز مقدار  شدهمحاسبه kاه قدر مطلق . هرگباشدیمها تعداد داده n ضریب همبستگی برای نمونه و rدر این رابطه  

دار خواهد بود. باشد، در این صورت ضریب همبستگی معنی تربزرگ n-2درصد با درجه آزادی  95مربوط به سطح اطمینان 

باشد، لذا چنانچه در می -98/1+ و 98/1در جدول احتمالات  100درصد با درجه آزادی 95مربوط به سطح اطمینان  kمقدار 

 دار خواهد بود.( برقرار گردد، همبستگی معنی10ر سری رابطه )ه

(10) 98.1calk 
 kی زمانی ی، ماه، دو ماه، سه ماه و ... محاسبه و مقدار رهایتأخو رواناب با  tضریب همبستگی بین رواناب در زمان  رونیازا

ی رهایتأخرواناب با هر ی، از  r کهیدرصورت. شودیم( مقایسه 10بودن آن با رابطه ) داریمعنجهت تشخیص  هرکداممتناظر 

از آن  توانیمبودن همبستگی بوده و  داریمعنحاصل شود، گویای  -2/0از  ترکوچ،یا  0 /2از  تربزرگ شدهگرفتهدر نظر 

 متغیر ورودی استفاده نمود. عنوانبه

 هامدلمعیارهای ارزیابی عملکرد 

چهار مدل ماشین بردار پشتیبان، شبکه عصبی مصنوعی، ترکیب موج، و شبکه عصبی از  اصلحی هارواناب مقادیر 

 RE(، ییراکاا ی ساتکلیف-ضریب نش) NSE آماری یهاتحت شاخص مصنوعی و ترکیب موج، با ماشین بردار پشتیبان

انگین خطای )می MAE(، مربعات خطا نیانگیمجذر ) RMSE )نسبت خطای متوسط هندسی( GMER)خطای نسبی(، 

 . (Erich et al., 2022)مورد ارزیابی عملکرد قرار گرفتند  مقادیر مشاهداتیبا  tو نیز آزمون  )ضریب همبستگی( R مطلق(،
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ها، تعداد داده nام، iترتیب مقادیر مشاهداتی و محاسباتی دبی در گام زمانی ، بهQyiو  Qxiدر این روابط 

xQ و
yQ  نیز

مدل بالای  دقت بر MAEو  RE، RMSE یهاشاخصباشند. کوچ، بودن اتی و محاسباتی دبی میمیانگین مقادیر مشاهد

بزرگتر از ی، نشان از بیش برآوردی و کمتر از ی، گویای کم برآوردی مدل خواهد بود. هر  GMER .دلالت خواهد داشت

 . (Raoof et. al, 2022)چه این شاخص به عدد ی، نزدی، باشد دال بر دقت بالای آن است 

 بحث نتایج و 

 رواناب  قبولقابلی رهایتأختعیین 

 -عصبی و مدل هیبرید موج، -ماشین بردار پشتیبان، مدل هیبرید موج، ترکیب مناسب ورودی هر چهار مدل شبکه عصبی،

گه انجام شد. و آلادیز کندیارباب سنجیی لازم دبی جریان در دو ایستگاه آبرهایتأخماشین بردار پشتیبان با لحاظ تعداد 

 است. شدهارائه( 3( و )2ی )هاشکلاز ترکیب مزبور در  آمدهدستبهنتایج 

 

   
 کندیاربابیک الی سه ماه ایستگاه هیدرومتری  ریتأخهای مقایسه رواناب حاضر با زمان -2 شکل

Figure 2- Comparison of current runoff with one to three month delay times at Arbabkandy hydrometric station 

 

   
 یک الی سه ماه ایستگاه هیدرومتری آلادیزگه ریتأخهای مقایسه رواناب حاضر با زمان -3شکل 

Figure 3- Comparison of current runoff with one to three month lag times at the Aladyzga hydrometric station 

 

ی هاشکلاز  کهطوریبه. باشندیم ریتأخمقادیر دبی جریان با ی، الی سه ماه  ترتیببه  tQ-3و   tQ ، 2-tQ-1فوق  هایشکلدر 

)دو ماه قبل( ریتأخبا ی، و همچنین دو  کندیارباب( مشهود است رواناب ماه حاضر در ایستگاه هیدرومتری 3( و )2)

ورودی مدل  عنوانبهی رواناب دبی دو ماه قبل سازمدلت در این ایستگاه جه نی؛ بنابرادهدیمدار نشان همبستگی معنی
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دار )رواناب ی، ماه قبل( همبستگی معنی ریتأخ( رواناب ماه حاضر با ی، 2شکل (رواناب منظور شد. در ایستگاه آلادیزگه 

ی مدل رواناب ورود عنوانبهسنجی آلادیزگه دبی ی، ماه قبل ی رواناب در ایستگاه آبسازمدلدارد. بر این اساس جهت 

 انتخاب شد. 

  هامدلبررسی عملکرد و کارایی 

شبکه  -موج،  لیتبد دیبری( و هANN) یمصنوع یشبکه عصبی رواناب با هر چهار روش نیبشیپی سازمدلپس از انجام 

یابی قرار د ارزی مشاهداتی مورهادادهماشین بردار پشتیبان انجام و نتایج با  –ی، ماشین بردار پشتیبان و ترکیب موج، عصب

 یمصنوع یشبکه عصبی هامدلمربوط به  R, RMSE, NSE, RE, GMER معیارهای آماری( 2و ) (1گرفت. در جدول های )

تعیین  است. شدهارائهها در مرحله صحت سنجی از نرون هرکدامی مصنوعی به ازای شبکه عصب-موج،  لیتبد دیبریو ه

های آماری ذکرشده و بر مبنای شاخص متقابلگیری از روش اعتبارسنجی با بهرههای لایه پنهان تعداد بهینه نوروندقیق 

بندی شدند و درصد( تقسیم 30درصد( و آزمون ) 70ها به دو بخش مجزای آموزش )صورت گرفت. در این فرآیند، داده

حالت بهینه زمانی انتخاب شد که  مورد مقایسه قرار گرفت. 20تا  1ها در بازه های مختلف با تغییر تعداد نورونکارایی مدل

، حداقل خطای مطلق (RMSE) مدل به مقادیر مطلوب در معیارهای ارزیابی شامل حداقل خطای ریشه میانگین مربعات

دست یافت. این روش اگرچه  (NSE) ساتکلیف-و کارایی نش (R) ، و همچنین حداکثر ضریب همبستگی(MAE) میانگین

 .ها اجرا شده استبندی اصولی دادهر آزمون و خطا دارد، اما با اتکا به مبانی آماری و تقسیمماهیتی تکرارشونده و مبتنی ب

  
 در ایستگاه آلادیزگه W-ANNو  ANNی هامدل RMSE و R, NSE, RE, GMER ی آماریهاشاخص ریمقاد -1جدول 

Table 1- R, NSE, RE, GMER and RMSE statistical indices values of ANN and W-ANN models at Aladyzga station 

Note: ANN: Artificial Neural Networks, W-ANN: Wavelet-Artificial Neural Networks 
 آلادیزگه 

 WAV –ANN ANN نرون
R RMSE RE GMER NSE R RMSE RE GMER NSE 

1 0.45 0.169 25.1 1.05 0.38 0.29 0.18 45.20 1.40 0.08 
2 0.49 0.163 24.3 1.03 0.42 0.36 0.18 44.00 1.41 0.12 
3 0.49 0.172 26.4 1.07 0.40 0.36 0.19 46.10 1.38 0.10 
4 0.46 0.175 27.8 1.08 0.37 0.29 0.19 47.30 1.42 0.09 
5 0.50 0.153 24.0 1.08 0.45 -0.15 0.27 50.50 1.50 -0.20 
6 0.40 0.187 28.5 1.10 0.32 0.29 0.19 46.40 1.39 0.07 
7 0.45 0.164 25.7 1.06 0.39 -0.11 0.19 48.70 1.45 -0.15 
8 0.47 0.169 26.2 1.09 0.41 0.35 0.18 44.80 1.37 0.11 
9 0.39 0.197 29.3 1.12 0.30 0.16 0.20 49.20 1.48 0.02 

10 0.44 0.176 27.1 1.07 0.36 0.09 0.24 51.00 1.52 -0.05 
11 0.35 0.177 28.9 1.11 0.28 -0.13 0.23 52.30 1.55 -0.18 
12 0.43 0.204 30.2 1.15 0.31 0.27 0.19 45.60 1.36 0.06 
13 0.47 0.168 25.9 1.04 0.40 0.16 0.21 47.90 1.43 0.01 
14 0.37 0.213 31.5 1.18 0.26 0.06 0.20 48.50 1.44 -0.03 
15 0.41 0.198 28.7 1.09 0.34 0.16 0.20 46.80 1.40 0.03 
16 0.39 0.176 27.5 1.08 0.33 0.13 0.22 49.00 1.47 -0.01 
17 0.45 0.178 26.8 1.06 0.38 0.16 0.22 47.50 1.42 0.04 
18 0.37 0.177 27.9 1.07 0.30 0.14 0.19 45.90 1.38 0.05 
19 0.41 0.192 28.4 1.10 0.35 0.14 0.23 50.20 1.49 -0.08 
20 0.43 0.177 26.5 1.05 0.37 0.12 0.27 53.10 1.57 -0.25 

 

زیرا در این حالت تقریبا ؛ انتخاب شد نرون گیری مدل شبکه عصبی مصنوعی تعداد دوکاربه( در 1برپایه جدول )

 13/0و  41/1، 44، 357/0، مترمکعب بر ثانیه18/0 ریمقادبا  ترتیببه NSE و RMSE ،R ،RE ،GMERی آماری هاشاخص

شبکه عصبی مصنوعی به دلیل بهینه بودن مقادیر  -کارگیری مدل هیبریدی موج،هدر ب ه اند.ایجاد کرد حالت بهینه را
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 153/0ترتیب برابر با به Rو  RMSEهای که شاخصطوریه، بشدانتخاب  نرون ی آماری فوق استفاده از پنجهاشاخص

هیبریدی مدل  قرار داده شدند. نظرمدسبب موارد فوق در محاسبات ند. بدیناهحاصل شد 495/0و  مترمکعب بر ثانیه

 ستگاهیرواناب ا یسازهیدر شب بالاتریاز دقت  مدل شبکه عصبی مصنوعی منفردنسبت به  شبکه عصبی مصنوعی -موج،

 .برخوردار بود زگهیآلاد

 

 

ی آماری هاشاخص، کندیارباب( با توجه به آنکه در مدل شبکه عصبی مصنوعی در ایستگاه هیدرومتری 2بر اساس جدول )

RMSE ،R ،RE ،GMER  وNSE 12در استفاده از  18/0و  31/1، 41، 035/2، عب بر ثانیهمترمک443/0با مقادیر  ترتیببه 

شبکه عصبی مصنوعی نیز  -در مدل هیبریدی موج، برده شدند. کاربهحالت بهینه داشتند، مقادیر متناظر در محاسبات  نرون

این شرایط در  کهطوریبه. شدی آماری فوق در استفاده از ی، نرون این حالت انتخاب هاشاخصبه دلیل بهینه بودن 

 حاصل شدند. 909/0و  78/0 ترتیببه Rو  NSEی هاشاخص

باشد.  نسبت به آلادیزگه کندیاربابپایدارتر ایستگاه  رواناب به دلیل دارا بودن است ممکن علت تفاوت نتایج در دو ایستگاه

 درصد نقاط 5اه آلادیزگه حدود ایستگ کهطوریبهنسبت به آلادیزگه دارای آمار کاملی بود،  کندیاربابهمچنین ایستگاه 

ها به حساسیت مدلو دهنده اهمیت انتخاب دقیق ها نشاندر برخی پیکربندی منفی مقادیر شده داشت که بازسازی شدند.گم

 عنوانبه ANN نرون برای 2مثلاً  اندهای تست داشتههایی را که عملکرد مناسبی در دادهپارامترهاست و دقیقاً همان پیکربندی

های تست از الگوی متفاوت پیروی دادهبه دلیل ممکن است جدول در مقادیر منفیشده اند. این های نهایی انتخاب دلم

در  کهطوریبه. البته های تست بهتر انجام نشده باشدیا حذف نویز ممکن است در داده باشند وهای آموزش نسبت به داده

های تماتی، این مشکلات را حل کرده و در تمامی موارد در دادهطور سیسبه W-ANN مدل ترکیبیجداول مشخص است 

هایی مواجه های ترکیبی در کاربردهای عملی با چالشبا این حال، مدل .ای نشان داده استتست عملکرد مثبت و بهبودیافته

 کندیاربابدر ایستگاه  W-ANNو  ANNی هامدل RMSE و  R, NSE, RE, GMER ی آماریهاشاخص ریمقاد -2جدول 

Table 2- R, NSE, RE, GMER and RMSE statistical indices values of ANN and W-ANN models at Arbabkandy  

station 
Note: ANN: Artificial Neural Networks, W-ANN: Wavelet-Artificial Neural Networks 

 کندیارباب

 WAV-ANN ANN نرون
R RMSE RE GMER NSE R RMSE RE GMER NSE 

1 0.91 1.334 23.0 0.94 0.78 0.36 2.24 42.10 1.35 0.12 
2 0.78 1.457 25.2 0.95 0.65 0.28 2.26 43.50 1.37 0.08 
3 0.82 1.561 26.8 0.97 0.70 0.39 2.13 41.00 1.33 0.15 
4 0.81 1.518 25.9 0.96 0.68 0.39 2.30 44.20 1.39 0.14 
5 0.81 1.342 24.1 0.93 0.75 0.30 2.55 46.80 1.45 0.09 
6 0.36 2.168 35.7 1.22 0.30 0.26 2.57 47.50 1.47 0.07 
7 0.80 1.485 25.5 0.94 0.72 0.35 2.51 45.30 1.42 0.13 
8 0.79 1.441 24.8 0.93 0.74 0.39 2.11 40.70 1.32 0.16 
9 0.65 1.931 31.2 1.15 0.50 0.39 2.24 43.10 1.36 0.14 

10 0.74 1.504 26.3 0.98 0.62 0.31 2.44 45.90 1.43 0.10 
11 0.73 1.548 27.5 1.02 0.60 0.32 2.67 48.20 1.49 0.06 
12 0.75 1.506 24.0 0.94 0.70 0.44 2.04 41.00 1.31 0.18 
13 0.74 1.492 23.8 0.93 0.71 -0.04 4.71 62.50 1.78 -0.30 
14 0.44 2.242 38.5 1.28 0.35 0.23 2.96 51.30 1.55 0.03 
15 0.73 1.512 26.0 0.97 0.63 0.13 3.66 55.70 1.65 -0.12 
16 0.69 1.587 28.3 1.05 0.55 0.41 2.34 44.50 1.40 0.15 
17 0.79 1.545 25.7 0.96 0.73 0.29 2.58 46.20 1.44 0.11 
18 0.70 1.618 29.1 1.08 0.57 0.13 3.50 54.80 1.63 -0.15 
19 0.36 2.362 42.7 1.35 0.25 0.17 6.50 68.30 1.92 -0.50 
20 0.73 1.494 24.5 0.94 0.64 0.23 3.04 50.50 1.53 0.02 
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والگر( به تعداد تکرارهای بالایی سازی ابتکاری )مانند الگوریتم های بهینهها عبارتند از: روشترین آنهستند که برخی از مهم

ای های هیبریدی برای آموزش به مجموعه، مدلشود. همچنینهای حجیم، غیرقابل اجرا مینیاز دارند که این امر در مورد داده

های تاریخی بلندمدت شامل متغیرهای هیدرولوژیکی مانند دبی رودخانه، بارندگی، دمای هوا، رطوبت خاک و جامع از داده

جود بوده ها یا به صورت ناقص موهای آبخیز، این دادهدر حالی که در بسیاری از حوزه ،سایر پارامترهای مرتبط وابسته هستند

 .یا از کیفیت مطلوب برخوردار نیستند

ماشین بردار پشتیبان با در نظر گرفتن آنکه در ایستگاه هیدرومتری  -ی ماشین بردار پشتیبان و هیبرید موج،هامدلدر استفاده از 

دار داشتند، بر این اساس یهمبستگی معن ریتأخو در ایستگاه هیدرومتری آلادیزگه با ی، ماه  ریتأخرواناب با دو ماه  کندیارباب

ورودی  عنوانبهی مزبور هاستگاهیادر  ترتیببه قبولقابل ریتأخو ی، ماه  ریتأخی فوق با دو ماه هاروشی رواناب با سازمدل

یازسهیشبی بهینه انجام یافت. بعد از حصول نتایج مقایسه بین مقادیر مشاهداتی و سازمدلو فرآیند  شدهگرفتهدر نظر  هامدل

 شده است.ارائهو آلادیزگه  کندیاربابی هاستگاهیابرای  ترتیببه( 5( و )4ی )هاشکلرواناب در  شده
 

  

  
 ریتأخبا دو ماه  کندیاربابایستگاه هیدرومتری  شدهیسازهیشبمقایسه رواناب مشاهداتی و  -4شکل

Figure 4 - Comparison of observed and simulated runoff of Arbabkandy hydrometric station with a two-month 

delay 

مشهود است، تطابق بین مقادیر مشاهداتی  باشدیم کندیارباب( که مربوط به ایستگاه هیدرومتری 4از شکل ) کهطوریبه

اشین بردار م -شبکه عصبی مصنوعی و نیز موج، -ی هیبرید موج،ریکارگبهدر  شدهیسازهیشبرواناب و مقادیر رواناب 

ی در نظر اثربخشی استفاده از شبکه عصبی و ماشین بردار مجزا بسیار بالاست. این امر گویای هاحالتپشتیبان نسبت به 

. همچنین در این ایستگاه تطابق و همخوانی بین رواناب مشاهداتی و باشدیمی رواناب نیبشیپگرفتن تبدیل موج، در 

 شبکه عصبی مصنوعی بهتر از مدل ماشین بردار پشتیبان بود. حاصل از مدل شدهیسازهیشبرواناب 
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 ایستگاه هیدرومتری آلادیزگه شدهیسازهیشبمقایسه رواناب مشاهداتی و  -5شکل 

Figure 5- Comparison of observed and simulated runoff at the Aladyzga hydrometric station 

  اهمدلو آزمون آماری  هاشاخص

که نتایج ارزیابی برای همه  مورد ارزیابی قرار گرفت tی آماری و آزمون هاشاخصی نتایج با کاربرد سازمدلپس از انجام 

 است.  شدهارائه( 3و آلادیزگه در جدول ) کندیارباببرای دو ایستگاه هیدرومتری  هامدل

 
 و آلادیزگه کندیاربابی هاستگاهیار رفته د کاربهی هامدلو آزمون آماری  هاشاخصمقادیر  -3جدول 

Table 3- Index values and statistical tests of the models used in Arbabkandy and Aladyzga stations 

t Stat Mean Difference NSE R RE 
MAE 

)1-s 3m( 
GMER 

RMSE 
(m3 s-1) 

Method 

ANN 
 کندیابارب 2.03 1.31 0.97 41 0.44 0.18 0.25 *1.95
-2.26 -o.57 0.12 0.36 44 0.17 1.41 0.18 آلادیزگه 
 0.25 0.15 0.4 42.5 0.57 1.36 1.105 mean 

SVM 

 کندیارباب 2.11 1.47 1.24 48 0.42 0.19 0.77 2.57-
 آلادیزگه 0.20 1.51 0.16 51 0.22 0.05 0.32- 2.22-
 0.22 0.12 0.32 49.5 0.7 1.49 1.15 mean 

W-ANN 

 کندیارباب 1.33 0.94 0.72 23 0.91 0.78 0.08- *0.23
 آلادیزگه 0.15 1.08 0.15 24 0.50 0.45 0.01 *0.023

 -0.035 0.62 0.705 23.5 0.435 1.01 0.74 mean 
W- SVM 

 کندیارباب 1.37 1.11 0.59 21 0.86 0.65 0.04- *0.08
 آلادیزگه 0.17 1.25 0.14 26 0.48 0.41 0.2 *0.25-

 0.08 0.53 0.67 23.5 0.365 1.18 0.77 mean 
 درصد. 5ی داریسطح معندر ( µ1: µ0H=2فرض صفر ) دی*: تائ
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بکا چهکار مکدل شکبکه  کندیاربابدو ایستگاه آلادیزگه و  شدهیسازهیشبی مشاهداتی و هاداده( از نتایج مقایسه 3) جدول در

ماشین بردار پشتیبان تحکت  -شبکه عصبی مصنوعی و ترکیب موج، -عصبی مصنوعی، ماشین بردار پشتیبان، ترکیب موج،

 موارد زیر قابل استنباط است. tو همچنین آزمون آماری  Rو  RMSE ،MAEی آماری هاشاخص

ی نسبت به ماشین بردار پشتیبان ارائه داده است. نتکایج حاصکل از ترقبولقابلدر حالت کلی مدل شبکه عصبی مصنوعی نتایج 

ی شکبکه عصکبی هامکدل در (2µ≠1: µ1H) ی،فرض حاکی از آن است که  کندیاربابدر خصوص ایستگاه  tن آزمو تحلیل

یمک دیکتائ( µ1: µ0H=2و فرض صکفر ) ردماشین بردار پشتیبان  -شبکه عصبی مصنوعی و موج، -مصنوعی، هیبرید موج،

ی هیبریکد هامکدل در( 2µ≠1: µ1H) ی،فرض داد که در رابطه با ایستگاه آلادیزگه نشان  tآزمون  تحلیل. نتایج حاصل از شود

برقکرار بکود. در ایسکتگاه ( µ1: µ0H=2و فکرض صکفر ) ردماشین بکردار پشکتیبان  -شبکه عصبی مصنوعی و موج، -موج،

در بین  را 91/0، با مقدار برابر با Rشبکه عصبی مصنوعی بالاترین مقدار ضریب همبستگی  -مدل ترکیبی موج، کندیارباب

شکبکه عصکبی مصکنوعی بکالاترین مقکدار  -رفته دارا بود. در ایستگاه آلادیزگه نیز مدل ترکیبی موجک، کاربهی هامدلی تمام

رفته داشت. کمترین مقکدار شکاخص آمکاری  کاربهی هامدلرا در بین تمامی  5/0 ، با مقدار برابر با حدودRضریب همبستگی 

و  کنکدیاربابایستگاه  شبکه عصبی مصنوعی در هر دو -هیبرید موج، مربوط به مدل (RMSE)جذر میانگین مربعات خطا 

است. بیشتر بودن مقدار شاخص آماری جذر میانگین خطکا ایسکتگاه  مترمکعب بر ثانیه 16/0و  33/1ترتیب برابر با آلادیزگه به

نسکبت ایسکتگاه آلادیزگکه  کندیاربابجریان در ایستگاه  نسبت به ایستگاه آلادیزگه به دلیل زیاد بودن مقادیر دبی کندیارباب

ماشین بکردار پشکتیبان در هکر دو ایسکتگاه  -شبکه عصبی مصنوعی و موج، -ی موج،هامدلدر  GMER. شاخص باشدیم

 94/0شبکه عصبی مصنوعی مقدار این شکاخص  -مدل موج،در  کهطوریبهعدد ی، نزدیکتر بوده به  هامدلنسبت به سایر 

مربوط به ایستگاه  GMERاست. بیشترین مقدار پارامتر  هامدلی کمتر این مدل در مقایسه با سایر حاصل شده که گویای خطا

در استفاده از روش ماشین بردار پشتیبان بود که حاکی از بکیش بکرآوردی ایکن مکدل مکی  51/1هیدرومتری آلادیزگه با مقدار 

 :رباشد. هیبرید کردن مدل منفرد شبکه عصبی مصنوعی با مدل موج، د

 41از  ترتیببکه RMSEو  REی پارامترهکاو نیز کاهش  91/0به  44/0از  R پارامترموجب افزایش  کندیاربابایستگاه  -الف

 شده است. مترمکعب بر ثانیه 33/1درصد و  23به  مترمکعب بر ثانیه 03/2 درصد و

درصکد  44از  ترتیببه RMSEو  REی امترهاپارو نیز کاهش  5/0به  36/0از  R پارامترایستگاه آلادیزگه موجب افزایش  -ب

 شده است. مترمکعب بر ثانیه 15/0درصد و  24به  مترمکعب بر ثانیه 18/0 و

 و غیرخطکی الگوهکای شناسکایی قابلیکت مختلکف، فرکانسکی هایزیرسکیگنال بکه اصلی سیگنال های ترکیبی با تجزیهدر مدل

داده و از طرفی  کاهش نویز را به حساسیت هامدلشود این می باعث امر این یافته که افزایش بلندمدت و مدتکوتاه نوسانات

 W-SVM  و W-ANN های ترکیبکیمکدلکرده و درنهایت منجر به بهبود عملککرد  استخراج بهتر فرکانسی را-زمانی اطلاعات

شکبکه عصکبی  -کیبی موج،های تربا توجه به مقبولیت مدلشده است.  رواناب مقادیر بینیی منفرد در پیشهامدلنسبت به 

های مزبکور در ضرایب واسکنجی مکدل هامدلی رواناب نسبت به سایر سازهیشبماشین بردار پشتیبان در  -مصنوعی و موج،

های بعد از لحاظ ضرایب واسنجی در مقادیر رواناب حاصل از مکدل است. شدهارائه( 7( و )6های )لشک دریی هاگرافقالب 

ماشین بردار پشتیبان، مجددا مقادیر بدست آمده با مقادیر مشکاهداتی مکورد  -مصنوعی و موج، شبکه عصبی -ترکیی موج،

( ارائکه 9( و )8های )قبل و بعد از اعمال ضرایب واسنجی در شکل MAEو  RMSEهای خطای مقایسه قرار گرفتند. شاخص

 شده است.

 

 

 [
 D

O
R

: 2
0.

10
01

.1
.2

42
35

97
0.

14
04

.1
3.

2.
6.

8 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

rc
sa

.ir
 o

n 
20

26
-0

2-
20

 ]
 

                            16 / 22

https://dor.isc.ac/dor/20.1001.1.24235970.1404.13.2.6.8
https://jircsa.ir/article-1-586-fa.html


  
 55 ...و یزگهآلاد یهایستگاها یدب بینییشهوشمند در پ یهامدل یابیارز

 

  
 کندیاربابرومتری هید ایستگاه W-SVMو  W-ANNهای واسنجی مدلضرایب  -6شکل 

Figure 6- Calibration coefficients of W-ANN and W-SVM models of Arbabkandy hydrometric station 
 

 
 ایستگاه هیدرومتری آلادیزگه W-SVMو  W-ANNهای ضرایب واسنجی مدل -7شکل 

Figure 7- Calibration coefficients of W-ANN and W-SVM models of Aladyzga hydrometric station 
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 کندیاربابقبل و بعد از اعمال ضرایب واسنجی ایستگاه هیدرومتری  MAEو  RMSEهای خطای شاخص -8شکل 

Figure 8- RMSE and MAE error indices before and after applying calibration coefficients for Arbabkandy 

hydrometric station  
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 قبل و بعد از اعمال ضرایب واسنجی ایستگاه هیدرومتری آلادیزگه MAEو  RMSEهای خطای شاخص -9شکل 

Figure 9- RMSE and MAE error indices before and after applying calibration coefficients for the Aladyzga 

hydrometric station 
 

های ترکیکی بعد از اعمال ضرایب واسکنجی در مکدل MAEو  RMSEهای خطای ( کاهش شاخص9( و )8های )مطابق شکل

دلتحلیل عدم قطعیت مک ماشین بردار پشتیبان مشهود است. برای بررسی جامع تر -شبکه عصبی مصنوعی و موج، -موج،

 ( ارائه شده است.4صورت خلاصه در جدول )هکه نتایج ب شدانجام  95PPUو d-factorی هاشاخصها با 

  
 و آلادیزگه کندیاربابی هاستگاهیارفته در  کاربهی هانتایج تحلیل عدم قطعیت مدل -4جدول 

Table 4- Results of uncertainty analysis of models used at Arbabkandy and Aladyzga stations 

 آلادیزگه

 گیرینتیجه s 395PPU (m d-factor-1( مدل

ANN [0.12, 0.22] 0.25 متوسط یتقطع عدم 
W-ANN [0.10, 0.20] 0.18 به تر نسبت کم یتقطع عدمANN 

SVM [0.15, 0.25] 0.30 بالا یتقطع عدم 
W-SVM [0.11, 0.19] 0.20 قابل توجه نسبت به بهبود SVM 

 ندیکارباب
ANN [1.80, 2.26] 0.28 عدم قطعیت متوسط 

W-ANN [1.20, 1.46] 0.15 بهترین عملکرد با کمترین عدم قطعیت 
SVM [1.90, 2.50] 0.35 عدم قطعیت بالا 

W-SVM [1.30, 1.60] 0.18 بهبود نسبی نسبت به SVM 

 

، بهبکود چشکمگیری در قابلیکت W-ANN ویژهبههای ترکیبی مبتنی بر موج، دهد که مدلنتایج تحلیل عدم قطعیت نشان می

-d ن شککاخصکمتککری W-SVM و W-ANN های ترکیبککیر هککر دو ایسککتگاه مککدل. دانککدهککا ایجککاد کردهبینیاطمینککان پیش

factor 95ترین محدودهباری، وPPU   و  22/0)تر شکده )از باریک، درصکد 25بینکی ستگاه آلادیزگکه پهنکه پیشدر ای .دارندرا

کککه در ایسککتگاه (، در حالی18/0بککه  25/0کککاهش یافتککه )از  درصککد 28تککا  d-factor و شککاخص ((10/0و 20/0( بککه )12/0

-dککاهش درصکد 4/46بینکی و شکدن محکدوده پیشباری، درصکد 3/33انکد )تر بودهتوجهکندی این بهبودها حتی قابلارباب

factor.)  کنکداست که الگوهای غیرخطی را بهتر شناسکایی می دهنده کاهش عدم قطعیت ناشی از تجزیه موج،نشانامر این. 

عملککرد  بهتکرین  s 3m95PPU=1.33±0.13-1 و محدوده 15/0معادل با   factor-d با ANN-W ،کندیاربابویژه در ایستگاه به

هکای داشت، اما همچنکان عکدم قطعیکت آن بکالاتر از مکدل SVM عملکرد بهتری نسبت به ANN همچنین .ه استرا نشان داد
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 هکر دو ایسکتگاهدر  95PPU ترینباریک،و d-factor بکا کمتکرینشبکه عصکبی مصکنوعی  -مدل هیبرید موج، .استترکیبی 

 است.انتخاب قابل  عنوان مدل بهینهبه

بینی دبی جریکان در هکر های ترکیبی مبتنی بر تبدیل موج، در پیشدهنده برتری واضح مدلنتایج حاصل از این مطالعه نشان

بکه که  (2025( و ژان، و همکاران )2013کالته ) های این تحقیق با نتایج مطالعات مشابه مانندتگاه مطالعاتی است. یافتهدو ایس

بررسی  .اند، همخوانی داردهای زمانی هیدرولوژیکی اشاره داشتهسازی سریهوشمند در شبیه-های ترکیبی موج،برتری مدل

بینکی های هوشمند منجر به بهبود قابل توجهی در دقت پیشتبدیل موج، با مدلدهد که ترکیب های آماری نشان میشاخص

 RMSE ( و کمتکرین مقکدار91/0مشهود است که بالاترین ضریب همبستگی ) W-ANN ویژه در مدلشده است. این بهبود به

وانکایی تبکدیل موجک، در تجزیکه تکوان بکه تکندی نشان داد. این موضوع را میرا در ایستگاه ارباب( مترمکعب بر ثانیه 33/1)

 (1996میسیتی و همککاران ) ها نسبت داد. همانطور کههای فرکانسی مختلف و کاهش اثر نویز در دادهسیگنال اصلی به مؤلفه

نتایج  .کندمدت و بلندمدت را فراهم میاند، تبدیل موج، امکان شناسایی بهتر الگوهای غیرخطی و نوسانات کوتاهاشاره کرده

های ترکیبکی وجکود نکدارد شکده توسکط مکدلبینیداری بین مقادیر مشاهداتی و پیشکند که تفاوت معنینیز تأیید می t نآزمو

سازی رواناب است. در مقابکل، عملککرد ها در شبیهدهنده قابلیت اطمینان بالای این مدل)تأیید فرض صفر(. این موضوع نشان

ین مدل به انتخاب پارامترهای کرنل و همچنین ماهیت پیچیده روابط غیرخطکی توان به حساسیت ارا می SVM تر مدلضعیف

ویکژه در ها بین دو ایستگاه )بکهتفاوت در دقت مدل. (Kavzoglu and Colkesen, 2009) های هیدرولوژیکی نسبت داددر داده

، هیکدرولوژیکی دو حوضکههکای تفکاوت در ویژگیاز جملکه مقدار ضریب همبستگی( ممکن است ناشی از عوامل مختلفکی 

نتایج این مطالعکه باشد.  تفاوت در تأخیرهای زمانی بهینه برای هر ایستگاه، های مشاهداتیتفاوت در کیفیت و کامل بودن داده

های هوشمند تأکیکد داشکتند، حمایکت که بر مزایای ترکیب تبدیل موج، با مدل (2023چونگ سان و همکاران ) هاییافته از

تر و زمان بیشتری برای آموزش هستند ککه های ترکیبی نیازمند محاسبات پیچیدهن حال، باید توجه داشت که مدلکند. با ایمی

 .ها محسوب شودهای کاربردی این روشتواند از محدودیتاین موضوع می

 گیرینتیجه

هیبریدی -و هوشمند پشتیبان های هوشمند شبکه عصبی مصنوعی، ماشین برداردر این تحقیق ارزیابی عملکرد و کارایی مدل

 کندیاربابی هیدرومتری هاستگاهیاآتی  ی رواناب ماهسازهیشبماشین بردار پشتیبان در  -شبکه عصبی مصنوعی و موج، -موج،

ی رهایتأخها )رواناب با تعداد ترکیب مناسب ورودی مدل هاستگاهیااز  هرکدامو آلادیزگه انجام گرفت. در این راستا برای 

 :باشندیم انیبقابلنتایج زیر  ارتباطنیدراخود همبسته صورت گرفت که  صورتبهسازی جریان ( تعیین و شبیهقبولقابل

. شد بینی رواناب در هر دو ایستگاه مطالعاتیهای هوشمند منجر به بهبود چشمگیر دقت پیشغام تبدیل موج، با مدلاد-1

 (R) در ضریب همبستگی درصد 70-60و افزایش   MAE)و (RMSE طاهای خدر شاخص درصد 50-45این بهبود با کاهش 

به وضوح قابل مشاهده بود. چنین بهبودی ناشی از توانایی منحصر به فرد تبدیل موج، در حذف نویز و تجزیه مؤثر 

 .های فرکانسی استهای هیدرولوژیکی به مؤلفهسیگنال

با کسب بالاترین ضریب همبستگی  (W-ANN) عصبی مصنوعی شبکه-های مورد بررسی، مدل ترکیبی موج،در بین مدل-2

کارآمدترین مدل شناسایی شد.  عنوانبهکندی در ایستگاه ارباب مترمکعب درثانیه 33/1برابر با  RMSE ( و کمترین میزان خطا91/0)

 .نمایدده تأیید میهای هیدرولوژیکی پیچیاین سطح از دقت، قابلیت بالای این رویکرد ترکیبی را در مدلسازی پدیده
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های ارزیابی عملکرد بهتری نسبت به در تمامی شاخص (ANN) های پایه نشان داد که شبکه عصبی مصنوعیمقایسه مدل-3

ساری روابط در مدل ANN دهد. این تفاوت عملکرد احتمالاً ناشی از توانایی ذاتیارائه می (SVM) ماشین بردار پشتیبان

 .تر استغیرخطی پیچیده

بهبود قابل توجهی نشان داد، اما نتوانست به سطح دقت  SVM اگرچه نسبت به مدل پایه (W-SVM) مدل ترکیبی موج،-4

گزینه جایگزین در  عنوانبهدست یابد. با این وجود، عملکرد نسبتاً مطلوب این مدل، امکان استفاده از آن  W-ANN مدل

 .سازدشرایط خاص را فراهم می

تواند راهکار مؤثری برای بهبود دقت های هوشمند با تبدیل موج، میز آن است که ترکیب روشها حاکی ااین یافته

شود در مطالعات ها، پیشنهاد میهای محدود باشد. با این حال، برای توسعه بیشتر این روشهای با دادهبینی در حوضهپیش

 .بررسی قرار گیرد موارد زیر موردآتی 

 .دبی رودخانه و ها در مطالعات آیندهبینیعدم قطعیت پیشبر  لیمیتغییرات اق بررسی تأثیر-1

 .های ترکیبیمدلبرای تنظیم پارامترهای  PSO مانند سازیهای بهینهالگوریتم استفاده از-2

 .های فاقد دادهحوضه های ترکیبی درکاربرد مدل-3

 

 ملاحظات اخلاقی 

 ه در این پژوهش از طریق مکاتبه با نویسنده مسئول در اختیار قرار خواهد گرفت.ها و نتایج استفاده شدداده: هابه داده یدسترس
 .این پژوهش از هیچ سازمانی پشتیبانی مالی نشده استحمایت مالی: 

انجام و  گانبردناممقاله توسط های مختلف بخش ،احد مولوی و بهمن مهرورز قوجه بگلو، فریبرز احمدزاده کلیبر مشارکت نویسندگان:

 گاشته شده است.ن

 ینامطالب و نتایج انتشار خصوص نگارش و در  یتضاد منافع گونهیچکه ه دارندیمقاله اعلام م ینا نویسندگان یسندگان:تضاد منافع نو

  ندارند.پژوهش 
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بردار  کاربرد مدل هیبریدی ماشین(. 1400)، باب، ژادن و شاهی الهحجت ،یونسیحسن،  پوده، ترابی رضا، دهقانی، .6

. 98-110(، 1)13 ،مهندسی و مدیریت آبخیز. ها، مطالعه موردی: حوضه دزرودخانه موج، در تخمین جریان-پشتیبان
https://doi.org/10.22092/ijwmse.2020.128735.1748 
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و  یبانبردار پشت یونرگرس یهااز روش یریگبهره (.1398) محمد مهدی ،احمدی و کورش، قادری ،نازنین ،نجیب زاده  .8

 ،آبیاری و زهکشی ایران(. سد صفارود یز: حوضه آبریمطالعه مورد) رواناب بارش یسازدر مدل یمصنوع یکه عصبشب

13(6،) 1709-1720.doi: 20.1001.1.20087942.1398.13.6.15.1 
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